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Abstract

An architecture for unifying various algorithms for probabilistic rea-
soning is presented. Any algorithms having anytime, anywhere charac-
teristics may be mixed in this scheme. Since algorithms for probabilistic
reasoning have widely different behavior over classes of Bayes networks,
the scheme permits taking advantage of the set of algorithms that hap-
pen to perform well for the problem instance at hand. We concentrate
on belief updating and belief revision. Some results are presented for our
system (OVERMIND) consisting of several genetic algorithm instances, A*,
etc. running in parallel.

Keywords: Probabilistic Reasoning, Anytime Algorithms, Anywhere Algo-
rithms, Parallelized Algorithms, Meta-Reasoning, Deliberation Scheduling.

1 Introduction

To satisfy the ever increasing demand for fast inferencing, especially in highly
dynamic tasks such as real-time planning and scheduling [12, 11], the ability to
provide a near optimal solution at any given moment is extremely important.
The capability of improving upon the solutions as more time and resources
are allocated is a natural way in which to continually revise and update our

1This research was supported in part by AFOSR Project #940006.




operations/conclusions. Algorithms which have this property of producing a
solution at any point in time are called “anytime” algorithms {3, 11, 18§].

Another factor that has a major impact on reasoning is that of uncertainty.
It is very rare to find something which is completely true or false. There always
seem to be exceptions to whatever rule we can come up with. Trying to encode
all possible situations as “if-then” rules, we often find our resulting knowledge
base to be unacceptably large and impossible to work with. At other times,
it may just be the case that information is currently missing or unavailable.
Unfortunately, adding uncertainty to the reasoning process results in adding
significant complexity as well [9, 32, 8].

Parallelism and distributed processing are ways of alleviating the time-
complexity of a problem at the cost of additional hardware. However, in order
to exploit parallelism, the tasks in the distributed environment must be able to
exploit intermediate results produced by the other components of the system.
Algorithms with this property are called “anywhere” algorithms. When differ-
ent algorithms having both the anytime and anywhere properties are harnessed
together into a cooperative system, the resultant architecture can exploit the
best characteristics of each algorithm.

In this paper we present such an architecture for a fast inference engine.
This architecture, called OVERMIND can be readily implemented using existing
packages such as PvM [14] and GENESIS [16]. The reasoning engine discussed
here, as part of a larger system called PESKI [27] is currently being used for
engine diagnostics for the Space Shuttle Program [2]. However, for the purposes
of this paper, we concentrate mainly on the reasoning architecture. The rest
of this paper provides some background on probabilistic reasoning, presents the
OVERMIND architecture, describes our current implementation and results, and
concludes with plans for future work.

2 Background: Probabilistic Reasoning

For the sake of simplicity, we focus here exclusively on Bayesian networks [21].
Other models have been shown to be very closely related in computational
difficulty and style to Bayesian networks [7, 31, 6, 26].

In probabilistic reasoning, random variables (abbreviated, r.v.) are used to
represent events and/or objects in the world. By making various instantiations
to these r.v.s, we can model the current state of the world. This will involve
computing joint probabilities of the given r.v.s. Unfortunately, the task is nearly
impossible without additional information concerning relationships between the
r.v.s. In the worst case, we would need the probabilities of every instantiation
combination which is combinatorially explosive to say the least.

On the other hand, we look at the chain rule as follows:

P(A4, Ag, A3, Ay, As) = (1)




P(A1|Ag, As, A4, As)P(Az|As, As, As)P(As|As, As)P(A4|As)P(45).

Bayesian networks [21] take this a step further by making the important obser-
vation that certain r.v. pairs may become uncorrelated once information con-
cerning some other r.v.(s) is known.? More precisely, we may have the following
independence condition:

P(A|CY, ..., Cp,U) = P(A|C,. .., Cn) (2)

for some collection of r.v.s U. Intuitively, we can interpret this as saying that
A 1s determined by Cy, ..., C, regardless of U.

Combined with the chain rule, these conditional independencies allow us
to replace the terms in (1) with the smaller conditionals (2). Thus, instead
of explicitly keeping the joint probabilities, all we need are smaller conditional
probability tables which we can then use to compute the joint probabilities.
What we have is a directed acyclic graph of r.v. relationships. Directed arcs
between r.v.s represent conditional dependencies. When all the parents of a
given r.v. are instantiated, that r.v. is said to be conditionally independent of
any ancestors given its parents (equation (2)).

There are two types of computations performed with Bayesian networks:
belief updating and belief revision [21]. Belief revision is best used for modeling
explanatory/diagnostic tasks. Basically, some evidence or observation is given
to us, and our task is to come up with a set of hypothesis that together constitute
the most satisfactory explanation/interpretation of the evidence at hand. This
process has also been considered abductive reasoning in one form or another
[28, 7]. More formally, if W is the set of all r.v.s in our given Bayesian network
and e is our given evidence®, any complete instantiations to all the r.v.s in W
which is consistent with e will be called an exzplanation or interpretation of e.
Our problem is to find an explanation w* such that

P(w*le) = muchxP(w|e). (3)

Intuitively, we can think of the non-evidence r.v.s in W as possible hypothesis
for e.

Belief updating, on the other hand, is mainly interested in determining the
marginal probabilities of a particular r.v. given some evidence. We can interpret
this as updating our beliefs about the r.v. when given new observations about
the world. Different from belief revision, our problem is to compute P(A = ale)
for all possible instantiations a where A4 is our r.v. of interest. We note, though,
that belief updating can also be computed using belief revision [19, 30].

As an example, consider the small Bayesian network in Figure 1; to the
right of the network are the associated probabilities. If we are given the obser-
vation that node D is true, it is our task under belief revision to determine the

2We assume that each r.v. has a finite number of instantiations.
3That is, e represents a set of instantiations made on a subset of W.




P(p) = .3
® ©
P(B) = .8

P(CIB=T) = .1
P(CIB =F) = .1
PDJA=T, C=T) = .6
P(DIJA=T, C=F) = .4
P(DIJA=F, C=T) = .4
P(D|[A=F, C=F) = .6
=T) = .7
=F) = .3

P(E|C
<:E:> P(E|C

Figure 1: A small example Bayesian network

most probable complete instantiation over all the nodes in the network which
is consistent with D being true and maximizes (3). This results in the solution
{A=F,B=T,C =F,D=T,E = F} which has joint probability 0.21168.
For belief updating, if B is our r.v. of interest, we would compute the following:
P(B=T|D=1T)=0.4256 and P(B=F|D =1T) = 0.5744.

With a small network such as this, a valid solution method is to simply
tabulate all the possible values of the r.v.s and then calculate the probabilities
manually. Once the network gets larger and more complex, this method is
obviously unacceptable and more efficient methods must be employed.

Current methods for approzimating belief revision and updating on Bayes
nets are best-first search, linear programming and genetic algorithms. (FEzact
algorithms for these problems abound which are too numerous to cite here,
see [21]. However, these are, as a rule, exponential-time algorithms.) The first
two methods are deterministic: they will find the optimal solution, given enough
time and resources. Solutions based on genetic algorithms are nondeterministic.

It was shown in [7] that belief revision can be solved using a best-first or
A* search strategy. Hence, the problem of network topology is absorbed in the
choice of a search heuristic. Furthermore, through back-tracking, the alterna-
tive solutions could be generated. Another class of techniques based on linear
programming has been shown to compute the most-probable explanation more
efficiently than other approaches [26]. By transforming the problem into 0-1 in-
teger linear programming (ILP), highly efficient tools and techniques such as the
Simplex method and Karmarkar’s projective scaling algorithm can be applied.

Nondeterministic approaches such as genetic algorithms [23] are being stud-
led since they seem to promise near-optimal solutions in relatively short time.
However, there is no guarantee of finding the most probable solution or even




achieving some sort of reasonable error bound. Recently, [29] demonstrated
that the techniques described above for belief revision can also be adapted to
efficiently perform belief updating.

While the general problem of reasoning on Bayes nets is NP-hard [9, 32, 8],
each of the above algorithms exploit different characteristics of the problem do-
main to reduce the time required to generate the solution. That is, each is po-
tentially exponential, but handles certain different kinds of networks efficiently.
The OVERMIND architecture presented in the next section pulls together these
different methods and attempts to exploit the best qualities of each to efficiently
perform the required task.

3 The OVERMIND architecture

Our architecture for a reasoning engine consists of three major components:

e Intelligent Resource Allocator (IRA) - manages and allocates available
computing resources such as multi-processors, workstations, and personal
computers.

e Overseer Task Manager (OVERSEER) - directs the flow of messages/information
between co-operative tasks and initiates new tasks as needed.

e Library of Tasks (LoTs) - contains a wide variety of tasks/algorithms
suitable for performing various reasoning computations.

As can be seen from Figure 2, the OVERMIND architecture is geared towards any-
time solutions, anywhere solution sharing and co-operative task management in
order to provide fast near optimal solutions as well as use networks of computing
resources effectively. Much of the system is constructed from existing packages
and current computing resources in the form of networked workstations and
personal computers as shown in the next section.

3.1 Library of Tasks

First, we consider the library of tasks, LOTS, in more detail. Clearly, from
our discussions in Section 2, reasoning with Bayesian networks is quite diffi-
cult. Although there are a number of approaches available, only a few of them
address the issue of anytime computations [10, 33] and none have been com-
bined together to work in a cooperative fashion. Exact algorithms are generally
exponentlal-time, but are efficient for certain classes of network (usually depen-
dent on topology). Nondeterministic methods, on the other hand, are usually
anytime, but cannot guarantee that they will reach the correct solution in finite
time. Their quality of approximation usually depends on the distributions, but
is mostly independent of topology. This suggests that the best algorithm to use
1s problem-instance dependent.
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Figure 2: The OVERMIND architecture.




In terms of problem suitability, it therefore seems natural to choose the best
approach per problem instance dynamically. Better yet, if a particular approach
is good at starting off a problem or solving some portion of it we can then take
its partial solution and pass it to another approach which itself may be better on
this new portion to work on. This naturally leads us in a direction amenable to
anytime and anywhere solutions. LOTS needs to contain algorithms exhibiting
both of these important properties, so that solution sharing between methods
is possible.

Up to this point, we have been referring to the individual algorithms as if
they were single processes on a workstation. There is nothing in this architec-
ture to prevent the major tasks from actually consisting of a group of parallel
processes executing on multiprocessor systems. In fact, existing systems for ge-
netic algorithms such as GENESIS [16], integer linear programming [4, 1] and A*
[17] searches can be naturally decomposed and distributed.

3.1.1 Genetic Algorithms

As we mentioned earlier, the class of solutions based on genetic algorithms
[15, 23] is a nondeterministic approach to reasoning with Bayesian networks.
Genetic algorithms take a small sample from the space of possible solutions and
uses it to generate other (possibly better) solutions. The method of generating
new solutions is modeled after natural genetic evolution. Each pass through a
sequence of operations on the current solution set is called a generation. Over
time, the hope is that the best solutions survive through to the next generation
and contribute pieces to form even better solutions. While genetic algorithms
effectively blanket the search space through swapping pieces between elements,
they have problems in determining whether the best solution so far is actually
the optimal solution. There is no stopping criterion that guarantees an optimal
answer. However, its ability to generate solutions early can serve as a starting
point if possible for other deterministic methods.

The process of evaluating the members of the population inherently produces
a number of intermediate solutions — the best of these solutions is easily saved
and distributed, exactly what we need for an anytime algorithm. The solutions
received from other tasks are easily utilized by simply inserting them into the
population between generations, so genetic algorithms also have the anywhere

property.

3.1.2 Linear Programming

At the core of this approach is transforming the search for the most probable
explanation in belief revision into an integer linear programming problem [20].
The structure found in a Bayesian network B and the evidence &£ are mapped
into a corresponding linear optimization problem L(B, &) (consisting of the
system of linear constraints and the objective function defined in [26]); such that




solutions satisfying the constraints will correspond to valid explanations by a
mapping function a (see [26]), and vice versa. Hence, properties of explanations,
such as each r.v. is instantiated to exactly one value, is preserved within the
linear system. The optimal integral solution of the system uniquely determines
the most probable instantiation (paraphrased from [26]):

Theorem 1 Let s be a integral solution to L(B,&). Then a(s) is an assignment
to B that is consistent with the evidence. Furthermore, if s is an optimal integral
solution to L(B,E), then a(s) is a most probable instantiation of B given the
evidence.

Once the transformation is completed, we can then solve the problem us-
ing powerful and efficient algorithms for linear programming such as the Sim-
plex method and Karmarkar’s projective scaling algorithm [20]. This approach
proved to be fairly efficient at performing belief revision [26].

The biggest problem in computing the optimal solution lies in the require-
ment that the numerical solutions generated be integral due to the discrete
nature of Bayesian networks (hence, integer linear programming as opposed to
linear programming). However, the key observation in [26] is as follows: For
each integral solution satisfying our linear constraints, there are a great number
of “better” non-integral solutions. As long as there is a better solution (integral
or not), this forces us to continue searching for a better solution even though we
might currently be looking at the best integral one. This is the crux of linear
programming when we are looking for integer solutions.

Clearly, the number of integral solutions is quite large. In fact, it is combi-
natorial in the number of possible r.v. instantiation. Fortunately, work done in
graph theory indicates that integer programming problems derived from graph
problems tend to move the Simplex process towards integral solutions [13] when
optimality (probability) is not considered.

Instead of searching directly for the optimal integral solution, we eliminate
the optimality condition and simply search for some integral solution which
satisfies our constraints. Obviously, we have no guarantees that this solution
will be optimal, but the process is fairly efficient. Combining this with the
introduction of linear constraints which bound the space of solutions to those
with certain probability values, we now search for an integral solution with
a specific upper and lower bound on solution quality. Then by sliding these
bounds, in this case upwards, we will move towards finding the optimal solution.
The optimal can be identified when no integral solutions exist which have a
better probability.

As we can see, [26] can be modified to generate intermediate solutions in
anytime fashion, which are then used as seeds for the generations of the genetic
algorithm. Furthermore, the genetic algorithm inherently produces intermediate
solutions that are usable by the linear programming algorithm to provide viable
“jump-start” solutions as well as to prune its solution space more rapidly [25].




3.1.3 Best-First Search Techniques (A*, etc.)

Traditional best-first algorithms, such as A*, begin with an initial state (usually
an instantiation containing only the evidence, for this problem), and perform
heuristic (possibly exhaustive) search for the optimal goal (here: complete in-
stantiation). Two heavily problem-dependent items are the next-state generator
(here: assign several more variables, in various ways), and the heuristic evalu-
ation function. Earlier work experimented with different admissible heuristics
for this problem: current cost [7], and shared cost [5]. Both are guaranteed to
provide the correct optimum, given unlimited resources (modified from [7, 5]):

Theorem 2 The best-first search algorithm, with either the cost-so-far or shared-
cost heuristic, will always halt with the highest probability instantiation con-
sistent with the evidence. If resumed at the halting point, the algorithm will
enumerate the instantiations in decreasing order of probability.

In the context of this paper, we need to be able to interface this algorithm
with other algorithms, and provide anytime-anywhere characteristics. We begin
by noting that in limiting resources, there is no guarantee that the algorithm
will give us the optimal answer. In this case, therefore, there is added incentive
in using heuristics that give better pruning at the cost of admissibility. However,
most important is the need for the following capabilities:

1. Provide an approximate answer(s) when interrupted. (anytime)

2. Allow the algorithm to accept initial guesses from another source. (any-
where)

Of these requirements, the first is by far the easier. To provide an answer,
simply pick the currently best partial instantiation, and if necessary, complete
the instantiation (for example, by random instantiation of the unassigned vari-
ables). The completion can also be achieved by selecting local optima for vari-
able instantiations, for example by using the efficient polytree belief revision
algorithm [21] or by any other fast scheme. If best-first is used to provide popu-
lations for GA, several partial solutions from the agenda of the search algorithm
can be used.

Allowing an initial guess to start off best-first is more difficult. The initial
guesses have to be compatible with partial instantiations, preferably such that
the optimal solution be reachable from these guesses. Here, we are not assured
of this property. Rather, we use best-first to find the most probable complete
instantiation among those compatible with the guess. To be useful, the guess
should not be a complete instantiation, so need to assume that other components
in the system have search states that are partial instantiations, or provide a
mechanism for making partial instantiations from the complete instantiations.
Genetic algorithms and ILP usually operate on complete assignments, and thus




in their intermediate solutions we need to “un-assign” several variables before
the solutions are passed to A*. We intend to do that by randomized methods,
and this fits in well with GA. Alternately, it is possible to modify both the GA
and the ILP to work on partial assignments [29].

3.2 Intelligent Resource Allocator

Next, our Intelligent Resource Allocator, TRA, will serve to maximize processor
use by coordinating requests for resources from OVERSEER and even possibly
the tasks themselves. Currently, we utilize a network of workstations and al-
locate single processors mainly to the major tasks such as genetic algorithms,
integer linear programming and A*. We also recognize that there are differences
in workstation/computer configurations (memory, CPU speed, I/O bandwidth,
etc.) and that the different tasks each have specific resource requirements. For
example, the GAs are single CPU intensive but require little memory while
certain ILP tasks require multi-processing. Simply identifying a Sparc2 from a
Sparc20 can improve efficiency.

For the most part, we can predict relatively easily the resource requirements
for our current collection of tasks. However, once we begin introducing highly
specialized tasks and sophisticated variants of our existing tasks, we must move
towards a model-theoretic approach of resources and requirements management.

3.3 The Overseer

In conjunction with 1RA, the Overseer Task Manager (OVERSEER) handles the
message traflicking between tasks. Currently, OVERSEER plays a simple messen-
ger role enforcing synchronized activity between the tasks. Even in this simple
scheme, the loosely coupled architecture allows us to utilize multiple instances
of the same major task with different operating parameters. Packages such as
the Parallel Virtual Machine (PvM) [14] are used to manage communications
and synchronization between tasks as well as allocate resources. They easily
form the starting foundations for both iRA and OVERSEER.

Advanced capabilities will involve determining which tasks are promising,
so that more time and hardware can be allocated to them, as outlined below.
Employing meta-reasoning to consider what computational tasks to execute is
known as deliberation scheduling [12, 11]. The overseer will essentially imple-
ment deliberation scheduling on multiple computational resources. A decision-
theoretic framework is used, in which a utility function over outcomes is given.
To operate within this framework, some form of distribution over outcomes is
needed.

In real-time probabilistic reasoning, a reasonable goal would be to get a good
approximation in minimum time, while ensuring some reasonable approximation
before a deadline elapses. Utility would thus be a decreasing function of time
and error. To enable computation of expected utility of a candidate deliberation
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schedule, some estimate of runtime and quality of results should be available
for each algorithm. We next discuss how to obtain these estimates for best-first
search and ILP techniques.

3.3.1 Expected Utility Estimates for Belief Updating

We assume that we are computing the posterior probability (given evidence
e) of a single query node ¢, with domain values ¢; for ¢ between 1 and d, the
number of possible states for node ¢g. The best-first algorithm searches for terms
or assignments, and collects their probability mass to estimate the marginal
probability, as in [29, 22]. Assume that there is one agenda for each state of
g, and one agenda for the negation of the evidence. Let P(qie) be the current
mass collected for the joint probability of ¢; and e. Let € be the remaining mass,
i.e. mass in assignments not yet enumerated by the algorithm. }5(6) 1s the sum
of all the P(g;e).
Following [29, 22], the bounds on the conditional probabilities are:

Pac) ey pyey » 2100

Ple) +¢ Ple)+ ¢ )

Suppose that we consider getting the next instantiation from some agenda,
and suppose that the (currently unknown) instantiation has effective (i.e. non-
overlapping with previous instantiations) probability §. We can now update
the probability bounds as follows. There are three cases: (1) instantiation is
inconsistent with the evidence, (2) instantiation is consislent with evidence and
¢i, (3) instantiation is consistent with some other state ¢; (and thus inconsistent
with g¢;). The resulting updated bounds are, respectively:

P(gie) + ¢ ; Plae) +6
Pl o2 0 e :
]5(q—ie)+€—___(5 le _E(_(I_ifl_

Pleyre o2 5 N

From these bounds, we can compute the new RMS (root mean square) error
for all values of ¢, for each possible selected agenda: For case (1) it reduces (after
some algebraic tweaking) to:

L V4
eRMS—p(e)+€(€ 6) (8)
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while for instantiations consistent with the evidence we get:

23 \/C_l _
€RMS — —P(e) oo 6(6 6) (9)

It is reasonable, under the meta-greedy and single-step assumptions [24], to
make the utility of the search step a function of the reduction in RMS error,

which 1s:
Aell?MS = 6%45 - 6}%MS = = Ve
P(e) +¢

Ae23  _old 23 Vd 6P(e)
RMS = ¢ RMS ~ ®RMS (B(e) +¢) (P(e) + ¢ —96)

The latter equation cannot be further simplified, since é < ¢, but none of these
quantities are negligible w.r.t. I:’(e) or each other, in general. The remaining
problem here is twofold: (1) we do not know é before the search step is applied,
and (2) in our system, time has an impact on utility, and we do not know how
long the search step will take. Nevertheless, these can be estimated: we estimate
6 by the heuristic value of the best agenda item, and the search step time by the
execution time of previous search steps. The “expected” utility is the decrease
in RMS error divided by expected execution time, or any other such function
that takes into account the value of information over time.

Since the discussion of error estimates for best-first search is unspecific w.r.t.
the actual search algorithm, the equations apply to any algorithm that approx-
imates the probabilities by collecting mass of terms and instantiations. The
equations are easily adapted to the case where the search uses only one agenda,
by approximating the probability that the next instantiation will be of a par-
ticular class of the above three. In particular, they apply to the ILP version of
the algorithm.

(10)

(11)

4 Implementation and Results

PvM [14] was used as the IRA to manage the distribution of tasks across hard-
ware platforms. The genetic algorithms were either existing applications that
were adapted to this environment, or were developed using GENEsIS [16] as
the foundation. Finally, the A* and ILP were developed from existing code in
[26, 30] but could have easily used packages such as MINOS.

With pvM providing the framework, only a minimal amount of C++ coding
was needed to get the system running. The OVERSEER was also created to spawn
the tasks through pvM, pass them their operating parameters and datasets, and
then relay intermediate solutions as they were generated.

The first genetic algorithm was implemented on top of GENESIS, a generic
framework for implementing genetic algorithms. First, the framework was
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adapted to work under C++, then the additional functions necessary to manip-
ulate Bayesian Networks were added. The framework was also modified to allow
it to run under PVM and to accept its operating parameters from the IRA instead
of a control file. Similarly, the ILP and A* tasks were modified by introducing
various hooks for PVM.

The platform for this implementation was a network of Sun Workstations
consisting of Sparc2s and Sparc20s. It would take only a minimum amount
of effort to port this implementation to any architecture supported by pvm,
including systems from SGI, DEC, and Intel x86-based PCs running some form
of Unix. The ovERMIND architecture could also be effective running on a single
workstation, if necessary.

For our experiments, we measured solution quality versus time. Initial test-
ing was performed using multiple instances of GAs. As we suspected, two GAs,
especially with different parameters, arrived at the same solution quality faster,
typically 20% faster. Additional GA tasks increased the speed even further.

The other algorithms were then added to a base 2 GA system. First was
HySS, a hybrid stochastic simulation algorithm not discussed in this paper,
which resulted in an 3 — 5% speed increase, then the A* search and ILP for an
additional 15 — 25% increase.

When the other algorithms were added, not only did we reach our solutions
faster, but we observed the strengths of the different methods as they combined
together. The A* tended to produce reasonable solutions immediately, GAs
took those solutions near some maximas, HySS fine-tuned those maximas, and
the ILP finished the optimization and generated the optimal solution.

5 Conclusions

The OVERMIND architecture is a first step towards providing a practical prob-
abilistic reasoning system. It exploits the anytime, anywhere properties of dis-
parate reasoning algorithms such as GAs, ILP and A* and unifies them into
a single model of computation which is naturally parallelizable. By insuring
co-operation between these algorithms through approaches such as deliberation
scheduling, OVERMIND can exploit the best characteristics of each algorithm.

OVERMIND can be built on our typical computing hardware such as net-
works of workstations, etc. and requires minimal modification of existing soft-
ware packages. The biggest amount of work lies in collecting the various al-
gorithms/tasks for the system to manage. We note though that OVERMIND is
actually general enough to work in any domain provided such a library of tasks
is available as with probabilistic reasoning.

Our experimental results seem very promising and have served to support
some of our basic expectations for the architecture. Among the future work
we foresee is an even tighter co-operation between the reasoning tasks and the
impact of increased communications overhead, the parameterization of tasks

13




and its variants such as GAs and how to dynamically generate a “promising”
task, and to continue the study of various approaches for task management and
resource allocation.
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